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ABSTRACT
Compound critiques allow users to simultaneously express
directional preferences over several product attributes. Pre-
senting the user with compound critiques is not a new idea.
The original Find-Me Systems (e.g., Car Navigator) showed
static compound critiques; they didn’t change irrespective
of user preferences or the product availability. Recently, a
number of techniques for dynamically generating compound
critiques have been proposed. While these techniques have
been evaluated in isolation, to date no direct comparison of
these (in terms of their interfacing characteristics and rec-
ommendation performance) has been reported. Motivated by
this, our research groups have come together to carry out this
comparison for the approaches we each take. The user study
platform that we have developed facilitates the comparison
of various critiquing based recommenders. In this paper we
report the first set of results from a comprehensive real-user
evaluation of two dynamic compound critique systems using
this evaluation platform.
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INTRODUCTION
Conversational recommender systems help prospective buy-
ers quickly navigate to suitable products by facilitating the
incremental construction of a more accurate picture of their
requirements through a series of recommendation interac-
tions [2]. In the course of each recommendation cycle a user
is afforded the opportunity to provide feedback on sugges-
tions and a conversational recommender will typically uses
this feedback to influence subsequent recommendation re-
trievals. There are a variety of feedback modes that such
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a recommender could use (see [4] for more details). How-
ever, in this work we will concentrate on the well-known
critiquing-based systems [2]. Put simply, a critique allows
the user to constrain a particular product feature without
requiring them to provide a specific value. For instance,
when interacting with a PC recommender a user might in-
dicate that they are looking for a ‘cheaper’ computer by cri-
tiquing the Price feature of a presented example. Thus, the
standard approach to critiquing focusses on so-called unit-
critiques that constrain a single feature at a time. Recently,
researchers have explored the possibility of critiquing mul-
tiple features simultaneously in order to facilitate faster pro-
gression through the product-space.

In this paper we will review and compare two very differ-
ent approaches to the dynamic generation of compound cri-
tiques. The first approach, Apriori, uses a data-mining algo-
rithm to discover patterns in the types of products remaining,
then converts these patterns into compound critiques. The
second approach, MAUT, takes a utility-based decision the-
ory approach to identify the most suitable products for users
and converts these into a compound critique representation.
Prompted by feedback from peers to both of our research
groups, we set out to design a suitable evaluation platform
that could be used to comparatively evaluate these techniques
in a realistic product recommender. Ideally, this exercise
would allow us to learn how to improve and/or look at ways
of marrying ideas from both approaches. In this paper we
summarize our initial findings from a first real-user trial us-
ing this evaluation platform which implements both of the
compound critiquing approaches (further described below).

APPROACH 1: APRIORI
One strategy for dynamically generating compound critiques,
proposed in [5], discovers feature patterns that are common
to remaining products on every recommendation cycle. Es-
sentially, each compound critique describes a set of products
in terms of the feature characteristics they have in common.
For example, in Figure 2 we see an example of a compound
critique for Faster CPU and a Larger Hard-Disk. By clicking
on this the user narrows the focus of the recommender to only
those products that satisfy these feature preferences. The
Apriori data-mining algorithm [1] is used to quickly discover
these patterns and convert them into compound critiques on
each recommendation cycle.

The first step involves generating critique patterns for each
of the remaining product options in relation to the currently
presented example. Figure 1 shows how a critique pattern for



a sample product p differs from the current recommendation
for its individual feature critiques. For example, the critique
pattern shown includes a “<” critique for Price— we will
refer to this as [Price <]—because the comparison laptop
is cheaper than the current recommendation. The next step
involves mining compound critiques by using the Apriori al-
gorithm [1] to identify groups of recurring unit critiques; we
might expect to find the co-occurrence of unit critiques like
[ProcessorSpeed >] infers [Price >]. Apriori returns lists
of compound critiques of the form {[ProcessorSpeed >
], [Price >]} along with their support values (i.e., the % of
critique patterns for which the compound critique holds). It is

Figure 1: Generating a critique pattern.

not practical to present large numbers of different compound
critiques as user-feedback options in each cycle. For this rea-
son, a filtering strategy is used to select the k most useful cri-
tiques for presentation based on their support values. Impor-
tantly, compound critiques with low support values eliminate
many more products from consideration if chosen.

The final step involves constructing a model of user prefer-
ences from the critiques specified so far. Importantly, users
are not always consistent in the feedback they provide, so the
aim of the model is to resolve any preference conflicts that
may arise as the session proceeds. Put simply, when mak-
ing a recommendation, the system computes a compatibility
score for every product (informed by their critiquing history),
and ranks them accordingly. This incremental critiquing ap-
proach [6] has been shown to deliver significant benefits in
terms of recommendation quality and efficiency in prior eval-
uations.

APPROACH 2: MAUT
Using multi-attribute utility theory (MAUT) [3], Zhang and
Pu have [7] developed a very different technique for dynam-
ically generating compound critiques. In this approach, the
system maintains a preference model based on user feedback.
Before generating compound critiques, this model computes
utility scores for the remaining products, ranks them accord-
ingly, and compares the top ranking products to the current
recommendation. A key difference in this approach to cri-
tique generation is that individual compound critiques relate
to one product option only (as opposed to a set), whereby the
compound critique serves as an alternative representation to
describe that product.

Instead of mining the critiques directly from the product set
based on the Apriori algorithm, the MAUT approach first de-
termines top k products with maximal utilities, and then for
each of the top k products, the corresponding critique-pattern
is generated by comparing it with the current reference prod-
uct in the same way as described in the previous section. The

Figure 2: Screenshot of system (MAUT interface).

critique-patterns are then converted into natural language for
presentation to the users.

When the user selects a compound critique, the correspond-
ing critique product is assigned as the new reference product
and the user’s preference model is updated based on this cri-
tique selection. For each attribute, the attribute value of the
new reference product is assigned as the preference value,
and the weight of each attribute is adaptively adjusted ac-
cording to the difference between the old preference value
and the new preference value. Based on the new reference
product and the new user preference model, the system is
able to recommend another set of compound critiques for the
users to critique until they find a suitable product.

EVALUATION
Previous studies have highlighted the effectiveness of dy-
namic compound critiques over unit-critiques through offline
simulations and real user trials. Apriori-generated compound
critiques have been shown to help deliver significant reduc-
tions in session-length, and users have also reported greater
satisfaction when using them [4]. In a simulated environ-
ment, MAUT-generated compound critiques have shown fur-
ther improvements in terms recommendation efficiency [7].
However, the absence of a direct comparison of these tech-
niques in a real-user setting has meant that we have been un-
able to comment on their operational similarities/differences.
Accordingly, we have designed a trial that asks users to com-
pare two systems; one implementing the Apriori approach,
and one implementing the MAUT approach.

Key success criteria for a compound critiquing recommender
are: recommendation efficiency, recommendation and cri-
tique quality, and system usability. Ideally, an effective sys-
tem should: (1) quickly guide a user through a product-space
(usually short recommendation sessions are preferred); (2)
be capable of incrementally presenting the user with sugges-
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Figure 3: Average session lengths.

tions in line with their preferences through the application of
compound critiques; and, (3) provide an interaction environ-
ment that is intuitive, easy to use and understand.

For the evaluation, we designed and implemented an on-
line recommender for laptop computers, and evaluated it in
accordance with the above criteria. The product database
contained descriptions over 400 currently available laptops.
Each laptop is described in terms of 10 features (e.g. Price,
Brand, Processor Speed, RAM, etc.). The system provides
a user interface that allows users to navigate through the
product-space using a combination of unit and compound
critiques (See Figure 2). A total of 83 users participated in
the trial, evaluating both approaches. They were instructed
to interact with the system to find a laptop that they would
be willing to purchase and they were provided with a brief
description of the recommender interface, explaining the use
of unit and compound critiques. The order in which the dif-
ferent systems were presented was randomized. After each
recommendation session users completed a usability ques-
tionnaire on on their interaction experience.

Recommendation Efficiency

For this comparison we measure the average number of rec-
ommendation cycles it takes for users to reach their target
product of preference. Figure 3 illustrates the results we
found here, in accordance to the order each approach was
evaluated. An important point to note here is sometimes
users evaluated the Apriori system first, and other times the
MAUT was presented to them first to eliminate any bias as a
result of learning.

Interestingly we find that user familiarization with the sys-
tem and domain from their first system interaction did not
lead to large efficiency improvements when using the sec-
ond system. The average session-lengths for the MAUT sys-
tem are relatively stable; 8.9 cycles when presented first, 8.7
cycles when second. The results from the Apriori system
are slightly more variable; 7.7 cycles when first, 10.27 cy-
cles when second. Although Apriori produces shorter ses-
sions (by 1 cycle over MAUT), it also produces the longest
(also by 1 cycle). However, there is no significant difference
between the Apriori system and the MAUT system (T-Test
p = 0.97) when we put both the first and second trial data to-
gether. Overall, both recommenders are quite efficient. From
a database of over 400 laptops, both are able to recommend
laptop that users are willing to buy in 10 cycles or less.
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Figure 4: The proportion of sessions in which com-
pound critiques are selected.
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Figure 5: The proportion of cycles in which compound
critiques are selected.

Application Frequency
Evaluating the quality of the compound critiques that are pre-
sented to the user involves looking at the application fre-
quency of the generated critiques for each approach. Pre-
vious studies have shown that frequent usage of compound
critiques is correlated with shorter sessions. Higher appli-
cation frequencies would indicate that users find the com-
pound critiques more useful. Focusing on those recommen-
dation sessions where the user applied at least one compound
critique, Figure 4 shows application frequency characteris-
tics for both critique generation approaches. For the Apriori
system, 58.7% (when presented first) and 59.5% (second)
of sessions included at least one compound critique. The
MAUT recommender fared slightly better. When presented
first during the evaluation, 62% of sessions contained a com-
pound critique. When second, this rose to almost 70%. It is
worth highlighting that application frequency is higher when
the recommenders were presented second indicating that per-
haps it took the users a number of cycles before they appre-
ciated the effectiveness of the compound critiques.

Figure 5 shows the proportion of cycles for which com-
pound critique was chosen over unit critiques for both sys-
tems. Users of the Apriori system chose compound critiques
between 18.7% and 18.8% of the time. When presented
with the MAUT system first, users chose compound critiques
18.3% of the time. When presented second, this rises to
22.5%. These application frequency results are consistent
with previous real-user trials. The differences between the
systems are not significant (p = 0.43).

User Satisfaction
Following the evaluation we presented users with a post-
study questionnaire in order to gauge their level of satisfac-
tion with the system. For each of 11 statements (see Table 1).



Table 1: Evaluation Questionnaire
ID Question Description
S1 I found the compound critiques easy to under-

stand.
S2 I didn’t like this recommender, and I would never

use it again.
S3 I did not find the compound critiques informative.
S4 I found the unit-critiques better at searching for

laptops.
S5 Overall, it required too much effort to find my de-

sired laptop.
S6 The compound critiques were relevant to my pref-

erences.
S7 I am not satisfied with the laptop I settled on.
S8 I would buy the selected laptop, given the oppor-

tunity.
S9 I found it easy to find my desired laptop.
S10 I would use this recommender in the future to buy

other products.
S11 I did not find the compound critiques useful when

searching for laptops.

The agreement level ranked from -2 to 2, where -2 is strongly
disagree, and 2 is strongly agree. We were careful to provide
a balanced coverage of both positive and negative statements
so that the answers are not biased by the expression style. A
summary of the responses we collected is shown in Figure 6.

From the results, both systems received positive feedback
from users in terms of their ease of understanding, usability
and interfacing characteristics. Users were satisfied with the
recommendation results retrieved by both approaches (see
S2 and S7) and found the compound critiques efficient (see
S5). The results generally show that compound critiquing is
a promising approach for providing recommendation infor-
mation to users and most indicated that they would be willing
to use the system to buy laptops (see S2 and S10).

Some interesting results can be found if we compare the av-
erage ranking level of both systems. Participants indicated
on average a higher level of easy understanding in MAUT
approach (see S1, 1.18 vs. 0.86, p = 0.006), which shows
that compound critiques provided by the MAUT approach
are easier to understand. Also, on average users ranked
the MAUT approach more informative (see S3, −0.59 vs.
−0.18, p = 0.009). Moreover, users are more likely to agree
with the statement that the unit-critiques are better at search-
ing for laptops with Apriori approach than the MAUT ap-
proach (see S4, 0.82 vs. 0.41, p = 0.01). Responses to our
other questionnaire statements showed no significant differ-
ence between the two critique generation approaches.

SUMMARY & FUTURE WORK
In this paper two research groups from different institutions
have come together to carry out a comparison of two prod-
uct recommender systems that differ the way they generate
and use compound critiques. Our findings with respect to
their recommendation efficiency, recommendation and cri-
tique quality and interfacing satisfaction, show that both ap-
proaches are effective at navigating users to suitable prod-
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Figure 6: The results from questionnaires.

ucts. Future work efforts will now focus on investigating
ways of marrying ideas from both approaches to further im-
prove on the results reported here. This will involve a thor-
ough analysis of the interaction logs that have been collected
as a result of this first trial.
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